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Abstract

With the rapid advancement of information technology, smart healthcare has become a crucial tool
for improving the quality and efficiency of medical services. This study analyzes and predicts
outpatient revenue based on time series forecasting models using medical data from a hospital's
outpatient department. The objective is to optimize resource allocation and enhance hospital
management efficiency. For the first and second rehabilitation wards, Long Short-Term Memory
(LSTM) and BERT models were constructed to predict outpatient revenue. The experimental
results indicate that the BERT model outperforms in capturing global features of the time series.
Subsequently, a stacked ensemble method was employed, combining the predictions from the
LSTM and BERT models with XGBoost for final prediction, successfully forecasting the
outpatient revenue for the third rehabilitation ward. Validation results show that the stacked
ensemble model achieved the best performance in outpatient revenue prediction, providing
effective support for revenue management in smart healthcare. This paper demonstrates the
potential of new productivity in the healthcare field and offers valuable insights for the further
development of smart healthcare.
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1|Introduction



The development of smart healthcare is a key approach to addressing issues such as inefficiencies
in traditional healthcare management systems and high medical costs. By integrating technologies
like big data and artificial intelligence, smart healthcare aims to optimize resource allocation,
enhance patient experiences, and improve hospital management efficiency.

Outpatient revenue is a critical metric for hospital operations, but its complex time series nature
makes accurate prediction challenging. This study analyzes and predicts outpatient revenue using
time series models based on data from a hospital's outpatient department. We employed Long
Short-Term Memory (LSTM) and BERT models, and further enhanced prediction accuracy
through a stacked ensemble approach that combines the outputs of these models. The results
provide valuable support for revenue management in smart healthcare and demonstrate the
potential of this approach in the medical field.

2|Long short-term memory neural network

One or more hidden layers, as well as an output layer. The neurons in its hidden layer can not only
receive information from the input layer, but also the information perceived by the neurons from
the previous moment. This cyclic structure enables RNN to learn the intrinsic features of time
series data. However, Bengio et al. found that there is a gradient vanishing problem in the RNN
model, which makes it difficult for the RNN to learn causal patterns with longer periods. To
address this deficiency, Hochreiter and Schmidhuber proposed replacing cellular units in RNNs
with "memory units". This change greatly enhances the long-term memory ability of neural
networks, hence it is named Long Short Term Memory Neural Networks[1].

Figure 1 shows a typical structure of an LSTM memory unit. At time t, the input of the memory

unit includes the hidden layer state variable ℎ�−1 from the previous time, the memory unit state
variable ��−1, and the input information �� from the current time; Then, the model sequentially
obtains the hidden layer state variable h-t and the memory unit state variable �� at time t through
the forget gate �� , input gate �� , output gate �� , and these three control mechanisms; The final
h-t will be passed to the output layer to generate the calculation result �� of LSTM at time t, and
at the same time, it will be passed along with �� to the next time for calculation[2],[3].
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Figure 1 The internal structure of memory units in LSTM

This article adopts a step by step training method, which involves inputting a data point at each
time step and then predicting the output for the next time step. This method can gradually update
the model parameters, so that it can use the information from the previous step for prediction at
each time step, thereby improving the prediction accuracy[4],[5].

The specific training steps are as follows: First, initialize the LSTM model parameters, and then
gradually input time series data to calculate the output of each time step. Next, use the error
between the actual value and the predicted value as the loss function to calculate the loss. Update
model parameters through backpropagation algorithm to minimize losses. Finally, repeat the above
process on the training set until the loss converges[6],[7],[8].

3|BERT model

BERT (Bidirectional Encoder Representation from Transformers) is a Transformer based model
with powerful sequence modeling capabilities. BERT performs excellently in sequence modeling
tasks by using a bidirectional encoder to simultaneously consider the contextual information of
each position in the sequence[9]. The Transformer architecture consists of an encoder and a
decoder, but BERT only uses the encoder part. The specific structure of BERT includes multiple
layers of Transformer encoders, each layer containing multiple self attention heads and
feedforward neural networks. As shown in Figure 2.



Figure 2 BERT

The structure of the Transformer encoder layer is as follows:

(1) Self attention mechanism:

The self attention mechanism captures global information by calculating the correlation between
the representation of each position in the input sequence and the representation of all positions.
The specific calculation is as follows[10]:

���������(�, �, �) = �������
���

��
� ⑴

(2) Multi Head Self Attention:

The multi head self attention mechanism captures different representation subspace information
by performing multiple self attention operations in parallel[11]. The specific calculation is as
follows:

���������(�, �, �) = ������(ℎ���1, …, ℎ���ℎ)�� ⑵

Among them, head� = Attention(���
�, ���

�, ���
�).

(3) Feed-Forward Neural Network:

Each encoder layer also includes a feedforward neural network for further processing and
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transformation of the representation. The specific calculation is as follows:

���(�) = ���(0, ��1 + �1)�2 + �2 ⑶

The BERT model achieves global modeling capability for input sequences by stacking multiple
layers of Transformer encoders. The input of the model includes input embedding and position
embedding, and the output is the contextual representation of each position[12].

We adopt a sequence to sequence training method, which involves inputting the entire historical
sequence at once and then outputting a predicted value. This method can fully utilize the global
information in historical data, thereby improving prediction accuracy. The specific training steps
are as follows: First, initialize the BERT model parameters, then input the complete time series
data to generate the encoded representation of the sequence. Next, use fully connected layers to
convert the encoded representation into predicted values. Afterwards, use the error between the
actual value and the predicted value as the loss function to calculate the loss. Update model
parameters through backpropagation algorithm to minimize losses. Finally, repeat the above
process on the training set until the loss converges.

4| loss function
After training, we evaluate the model using a validation set and calculate mean squared error

(MSE) and mean absolute error (MAE) as evaluation metrics. By comparing the performance of
different models on the validation set, select the optimal model for the prediction task. The final
prediction result is then subjected to inverse normalization to obtain the actual outpatient revenue
prediction value.

Mean square error reflects the square of the average deviation between predicted and actual
values. The formula is as follows:

��� =
1
�

�=1

�

 � (�� � − ��)2 ⑴

The average absolute error reflects the average absolute deviation between the predicted
value and the actual value. The formula is as follows:

��� =
1
�

�=1

�

 � |�� � − ��| ⑵

By calculating the MSE and MAE on the validation set, we can evaluate the predictive
performance of the model and select the model with the smallest error as the final prediction
model.

5| Solution results of rehabilitation medicine ward one

5.1| LSTM and Bert loss variation



Figure 3 LSTM model training diagram

Figure 4 Bert model training diagram

5.2| LSTM and Bert prediction results
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Figure 5 LSTM model prediction graph

Figure 6 Bert model prediction graph

5.3| contrast model

There is a significant difference in the performance of LSTM and BERT models in predicting the
rehabilitation medicine ward. The mean square error (MSE) and mean absolute error (MAE) of
the LSTM model exhibit significant fluctuations, especially on certain dates such as March 11,
2024, where the predicted values deviate greatly from the actual values, resulting in a significant
increase in MSE and MAE. In contrast, the overall MSE and MAE of the BERT model are lower,
indicating that it is more accurate in capturing global trends and changes in data, especially in
predicting key dates with higher accuracy. The BERT model has better robustness and accuracy in
processing time series data, with a predicted value of 1165826.00 on significantly changing dates
such as March 11, 2024, which is closer to the peak of the actual value than LSTM. In the
comparison of specific dates, such as January 26, 2024, the LSTM prediction is 373003.60, while
the BERT prediction is 413329.90, indicating that the BERT model is closer to the actual value;
On May 21, 2024, LSTM predicted 357866.21 and BERT predicted 408777.20, indicating that the
BERT model better reflects the actual growth trend. Overall, the MSE and MAE of the BERT
model are lower than those of the LSTM model, indicating that BERT is more accurate in
capturing trends and changes in outpatient revenue, while the loss of the LSTM model fluctuates
greatly, possibly due to its limited ability to capture long-term dependencies, resulting in inaccurate
predictions on certain key dates.

6|Rehabilitation Medicine Ward 2

6.1| LSTM and Bert loss variation



Figure 7 LSTM model training diagram

Figure 8 Bert model training diagram

6.2| LSTM and Bert prediction results
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Figure 9 LSTM model prediction graph

Figure 10 Bert model prediction graph

6.3| contrast model

The LSTM model shows significant fluctuations and high mean square error (MSE) in the
prediction of rehabilitation medicine ward two, especially on the date of February 9, 2024, where
the predicted values have a large deviation, resulting in a significant increase in MSE and mean
absolute error (MAE). In contrast, the BERT model has a lower overall MSE in the same
predictions, indicating that it is more accurate in capturing global trends in data, especially
outperforming LSTM on dates with significant changes. Its MAE is also lower, demonstrating
better robustness and accuracy. Data analysis shows that the MSE and MAE of the BERT model
are lower than those of the LSTM model, indicating that BERT is more accurate in capturing
trends and changes in outpatient revenue, while the loss of the LSTM model fluctuates greatly,
possibly due to its limited ability to capture long-term dependencies, resulting in inaccurate
predictions on certain key dates. In the overall trend analysis, the prediction results of the LSTM
model show significant fluctuations, such as a prediction value of 689479.20 on February 9, 2024,
while the BERT model's prediction value on the same date is 723878.50, which is higher than that
of the LSTM model. In the specific date comparison, on January 26, 2024, LSTM predicted
581246.70 and BERT predicted 644086.60; On May 21, 2024, LSTM predicted 299409.40 and
BERT predicted 342004.40. The predicted values of the BERT model are higher and may be
closer to actual income. By analyzing the outpatient revenue prediction losses of the first and
second wards of the rehabilitation medicine department, the following conclusions can be drawn:
the BERT model is superior to the LSTM model in prediction accuracy, with lower MSE and
MAE, indicating that it has more advantages in capturing global information of time series and
handling data fluctuations; The prediction loss of the LSTM model fluctuates greatly, and the



prediction error on certain key dates is large, indicating that it has certain shortcomings in
handling long-term dependencies; The BERT model exhibits better robustness and accuracy,
making it more suitable for applications that require high-precision time series forecasting, such as
predicting outpatient revenue in hospitals, providing strong support for hospital management and
decision-making. By comparing the prediction results of LSTM and BERT models in the first and
second wards of the rehabilitation medicine department, it can be concluded that the BERT
model performs better than the LSTM model in capturing significant changes and trends,
especially on some key dates, where the BERT model's prediction results are closer to the actual
situation; The LSTM model exhibits significant fluctuations in the prediction process and may be
sensitive to short-term changes in data, but it is somewhat inadequate in capturing long-term
dependencies. Overall, the BERT model demonstrates higher prediction accuracy and robustness
in outpatient revenue forecasting tasks, which can better support hospital management and
decision-making.

7|Establishment of Stacking Fusion Model

We use the Stacking method to integrate the prediction results of LSTM and BERT models to
build a more powerful prediction model. Stacked ensemble is a method of using the predicted
results of multiple base models as input features, and then training a meta model for final
prediction. Through this approach, the advantages of multiple base models can be effectively
combined to improve predictive performance.

7.1| Meta feature generation

Firstly, we train LSTM and BERT models separately to obtain their prediction results on the
training and validation sets. Apply the trained LSTM and BERT models to the training and
validation sets to obtain their respective prediction results. The specific steps for predicting and
generating meta features are as follows:

(1) LSTM：

�����
����� = ���� ������ ⑴

�����
��� = ����(����) ⑵

Among them, �����
����� and �����

��� are the prediction results of the LSTM model on the training
set and validation set, respectively.

(2) BERT：
�����

����� = ���� ������ ⑶

�����
��� = ����(����) ⑷

Among them, �����
����� and �����

��� are the prediction results of the BERT model on the training
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set and validation set, respectively.

(3) Merge meta features:
�����

����� = �����
����� , �����

����� ⑸

�����
��� = [�����

��� , �����
��� ] ⑹

Among them, �����
����� and �����

��� are the meta features of the training set and validation set,
respectively.

7.2| Meta model training

We choose XGBoost as the meta model. XGBoost is an efficient and scalable machine learning
algorithm based on Gradient Boosting Tree (GBT), which has the ability to handle nonlinear
relationships and resist overfitting. XGBoost continuously improves the prediction accuracy of the
model by iteratively fitting the residual between the current model and the actual value in each
iteration step .

The specific structure of the XGBoost model includes:

(1) Additive Model: By gradually adding tree models, the overall performance of the model is
improved. The formula is as follows:

�(�) =
�=1

�

 � ��(�) ⑺

(2) Objective Function: XGBoost trains models by optimizing the objective function, which
includes training errors and regularization terms. The formula is as follows:

ℒ(�) =
�=1

�

 � �(�� �, ��) +
�=1

�

 � �(��) ⑻

(3) Residual Fitting: In each iteration, XGBoost generates a new tree model by fitting the
residuals between the current model and the actual values. The formula is as follows:

��
(�) = �� − �� �

(�−1) ⑼

(4) Regularization: XGBoost uses regularization terms to control model complexity and prevent
overfitting. The formula for the regularization term is as follows:

�(��) = �� +
1
2

�
�=1

�

 � ��
2 ⑽

The specific training steps include initializing the XGBoost model parameters and using the meta



features generated by LSTM and BERT as inputs for model training. Optimize the objective
function through gradient boosting algorithm and minimize the function to optimize the model
parameters. The training process is iterative, and in each round, the model fits the residual between
the current predicted value and the actual value, and updates the model accordingly. In addition,
regularization terms are applied during the training process to control model complexity and
prevent overfitting.

7.3| model prediction

We used the trained XGBoost model to predict on the validation and test sets, calculating the
errors of the ensemble model. By comparing the prediction results of the LSTM, BERT, and the
ensemble model, we evaluated the effectiveness of the stacking ensemble method. The process
involved generating meta-features by using the trained LSTM and BERT models to predict on the
validation and test sets, combining these predictions as meta-features, and then using the XGBoost
meta-model to make final predictions. We calculated the Mean Squared Error (MSE) and Mean
Absolute Error (MAE) on both the validation and test sets to assess model performance. The
predicted values were then denormalized to obtain the actual outpatient revenue forecasts. This
process allowed us to select the best-performing model based on the MSE and MAE comparisons.
As a result, we successfully constructed a stacking ensemble model that leverages the strengths of
both the LSTM and BERT models, with the XGBoost meta-model further enhancing prediction
performance, ultimately demonstrating significant effectiveness in outpatient revenue prediction
and providing strong support for hospital management and decision-making.

7.4 Model solving

Figure 11 Stacking model training diagram
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Figure 12 Stacking model prediction graph

In summary, the stacked ensemble model has achieved the best prediction performance in
outpatient revenue forecasting tasks, significantly improving prediction accuracy and providing
strong support for hospital management and decision-making.

8|Conclusion

This study explores the application of time series prediction models in smart healthcare by
analyzing and predicting outpatient medical data from a hospital, with the aim of optimizing
medical resource allocation and improving hospital management efficiency. We separately
constructed Long Short Term Memory (LSTM) and BERT models, and used a stacked ensemble
method to combine the prediction results of these two models with the XGBoost model for final
prediction. The research results indicate that the stacked ensemble model performs well in
outpatient income prediction tasks, significantly improving prediction accuracy.

This study demonstrates the potential application of new quality productivity in smart healthcare,
providing strong support for future hospital management and decision-making. At the same time,
the results of this study provide reference for the development of smart healthcare and lay the
foundation for further research. Future work can consider more models and methods to further
improve the accuracy of predictions and explore their applications in different medical scenarios.
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